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1. Statistical properties of the regression
coefficients

Estimating sigma squared

Practice problems
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Y = X3 + e where Y € R", X is the design matrix.
£ is an unknown constant vector, and e is the noise term.

e n >k + 1, and the design matrix X spans a k£ + 1 dimension subspace of R".

e X is of full rank, i.e., the columns of X are independent.

® ¢; - N(0, 0?).
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e Homoscedasticity: Each y; is of the same variance ¢“, and independent of X.
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How to find 3y and 3,7
The optimal fitting line is found by minimizing the residual sum of squares (RSS) which is

n

RSS = |lel3 = ly — 113 = lly — X813 = ) _ (¥ — Bo — Brz:)?

i=1
To minimize RSS, we can
e cither use least squares (set the partial derivatives of ||y — X| w.r.t. Bo, 81 equal to 0),

e or apply the orthogonal projection (X,(k—}-l)xn (y — X,B)nxl = O(k+1)x1)
— A= (X'X)"X'y

In simple linear regression case, we have that

5, _ Covlxy) _ (e~ %)(u: - )

Var(x) S oo (2 — %)2
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Unbiasness of (3:

A

E[f] = E[(X'X)"X'y] = (X'X) "' X'E[XB + €]
= (X'X)"1X'X8 =B

Variance of §: Recall Var(X) = E[(X — E(X))2],

B-pB=XX)"'Xy- (XX)"'X'X3
= (X'X)"'X'(y — X8) = (X'X)"'Xe
Var[8] = E[(8 — B)(8 — B)'] = E[(X'X) " 1X'ee/X(X'X) 7]

= (X'X)"IX'E[e|X(X'X)™! = (X'X)"1X'X(X'X) 10?
= g2(X!X)

In simple linear regression, you may compute the result in matrix form as well and derive

; o? ; 1 (X
ar[f1] = ————, Var[By] = o?[— + —2 —

Vaildh| nVar(X)’ W 2e] S0 ['”f i nVa.r(X)]
a*X

nVar(X)

COV(VB(], Bl) = —
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To measure the variance of 3, we need to estimate o2 which is the variance of the noise term.
The fact is that,

me: i'd like to buy an additional parameter
model: that'd be one degree of freedom

Z e2 5 Lid 5 please
L OATAG EE A me: okay here you go
2 X-nv be(,dllbe G N(O* g ) model: thank you

0’2

Thus,

RSS Y&
0_2 - 0_2 ~ Xn-2

The detailed proof can be found in lecture slides (Lec 35).
The intuition is that we have estimated ,[%0 and [§1,

thus the two estimated parameters ”consumed” 2 degrees of freedom in RSS.
As E[x2] = n, Var(x2) = 2n, we know

R—SS]Zn—Q
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Rice 14.9.37: Dissociation pressure for a reaction involving barium nitride was
recorded as a function of temperature (Orcutt 1970). The second law of
thermodynamics gives the approximate relationship

In(pressure) = A+ B/T

where T is absolute temperature. From the data in the file barium, estimate A
and B and their standard errors. Form approximate 95% confidence intervals
for A and B. Examine the residuals and comment.

(See data on bCourses)
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Rice 14.9.18:

Siuppose that
Y;ZBO_Fﬁlmi_‘_eiy L= 17"'7”

where the e; are independent and normally distributed with mean zero and variance o?. Find
the mle’s of 5y and f; and verify that they are the least squares estimates. (Hint: Under
these assumptions, the Y; are independent and normally distributed with mean 3y + 12; and
variance 0. Write the joint density function of the Y; and thus the likelihood.

Berkeley

UNIVERSITY OF CALIFORNIA



