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1. Interpretation of linear model output in R
[See the Rmd demo]

SE of the regression line
Prediction Interval
Bayesian statistics
Practice problems
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https://yu-tong-wang.github.io/teaching/stat135_S20/Stat135-Lab13.html

Note: Cov(aX + bY,cW +dV') = acCov(X, W) + adCov(X, V) + bcCov(Y, W) + bdCov(Y, V)
Lemma: Cov(y, 61) = Cov(fy + B1Z, $1) = Cov(Bo, B1) + ZVar(B:)

o o3z
B  nVar(z) T nVar(z) =0
bi =7+ Pr(z; — T)
= Var(§;) = Var(j + B1(z: — 7))
= Var(y) + (z; — Z)*Var(B1) + 2(z; — z)Cov(7, 51)

= Var(y) + (v: — 2)*Var($1) = “2(% i %)

(z — 3)*

nVar(x) )
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Standard error: Sy = \/
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In+1 = PBo + P12t
Var(yn+1 — gnt1) = Var(yni1) + Var(gn41)
1 (z—x)?
_ 2, 2,1
= (n M nVar(x))
1 (x—1zx)2

:02(1+5+m)

1  (z—1%x)°
—> Y1 — Gna1 ~ N(0,0%(1 + — + Z=—2L
Yn+1 — Yn+1 ( 0( +n+nVar(x)))
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Bayes Rule:

- Ixyvisy) - fX|Y(37 | y) - fy(y)

Posterior Probability:

_ Ixje(z [ 0)fe(9)
fx(z)

where fg x (0 | z) is the posterior probability, fg(f) is the prior probability, fx|e(z | 0)
is the likelihood density, and fx(z) is a normalizing constant.

foix(0|z) x fxjo(z|0)fo(0)

e We treat the parameter 6 as a random variable in Bayesian statistics, when the
frequentists treat the parameter as some fixed constant.

foix (0] x)

e An estimate of 6 is called the posteior mean = E(© | X), which is a function of X.

e When the prior and posterior distributions belong to the same distribution family,
we say that the prior and likelihood are conjugate.
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Beta distribution X ~ Beta(v, s)

- —x'y—l — s—1 ) = Y

Example : Denote the prior as p ~ Beta(7, s), and the likelihood density is X | p ~Binomial(n, p).
Then, the posterior is

p| X =a]ocp” (1 —p)* - p"(1 —p)"~® ~ Beta(z +v,n — z +s)

and the posterior mean is

R @~y n x Yo 8 ey
p=E(p| X =) = - (£) + (=)
n+9+8 n+9+s \n B+Y+8 \¥+8

£ . ")/ . .
where =~ is MLE. and —is Is the prior mean.
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Consider a biased coin with probability of landing heads equal to 6. Also, let X be a random
variable that is equal to 1 when the coin lands heads, and is otherwise equal to 0. In other
words, we assume that P(X = 1|© =) = 0, while P(X =0|© = #) = 1 — 6. We consider the

following prior for © :
he’ for0<h<1
fe(0) = {

0 otherwise

(a) Find the probability that a coin toss results in heads: i.e., compute P(X = 1).
(b) Given that a coin toss results in heads, find the posterior density for ©.

(c) Given that the first toss resulted in heads, find the conditional probability of heads on
the second toss. (Hint: this is tricky. Use the posterior from part (b) as the new prior!)
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Suppose that we have n i.i.d random variables X1, X», ..., X,,, each with the following prob-
ability function (as usual, 0 < <1 is unknown):

2 il 2 1
PlX =08)= §9, PlX =1d) = ge, PX =2l = §(1—9), PX = 3|f) = §(1—9)
(a) Find Oy, i.e. the max likelihood estimate of 6. Also find F(fyy,) and Var(Oyy,).
(b) Find Oy, i.e. the method of moments estimate of @ (it will depend only on ji; = X)
(c) Compute the standard error of v, Note that it is a function of 6.
)

(d) How does the standard error of o4 compare to the standard error of oy~ for different
values of 07 Hint: It is in fact a bit simpler to compare their squares.

(e) Finally, assume that we have a sample » = (3,0,2,1,3,2,1,0,2,1), compute (i): the
MLE 6y, (it is a number!) and its estimated standard error; and (ii): the MOM 6Oy
and its estimated standard error.
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Let’s assume the same setup from problem 2 above but turn to the Bayeesian perspective
with the flat prior © ~ Unif(0,1).
Find the posterior distribution of ©| X, ..., X,.

Show that the posterior mean F(O|Xy, ..., X,,) is a weighted average of O, from problem
2 and the prior mean.
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