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About COVID-19

For students who are in my sections:

I will post lab slides including more detailed explanation starting from this week. 
So those of you who feel unwell will have access to the lab material. 

Also, if you intended but felt unwell to go to my office hours, you are always 
welcome to post your questions in piazza. Please specifically write [Yutong's 
OH] in your title or post private questions if you'd prefer, and I'll try to 
accommodate and answer your questions in Piazza. 

Please take care of yourselves, and let us know if you are affected in any way.



Proper handwashing for 20 sec

Take 90 seconds and watch this short video:
WHO: How to handwash? With soap and water
This is something we can all do! 🧼 

https://www.youtube.com/watch?v=3PmVJQUCm4E


🐻 Review Part 1: Estimation 

● Estimation
○ Method of moments (MoM) 8.4
○ Maximum likelihood estimator (MLE) 8.5

■ Large sample theory 8.5.2
■ Confidence interval 8.5.3

○ Difference between the estimators
■ Efficiency, CRLB 8.7
■ Sufficiency, Rao-Blackwell theorem 8.8

○ Approximation using Delta method 4.6
● Hypothesis testing



MoM

- The k-th population moment of a probability law is a 
function of parameters, defined as 

- The k-th sample moment is the average of k-th powers 
of the sample, defined as 

- To calculate MoM: 
1. Calculate the first k population moments in terms of the 

parameters
2. Invert the expressions in step 1 and express the 

parameters as a function of the population moments
3. Plug in the sample moments in place of the population 

moments to obtain MoM estimates of the parameters
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MLE

Adam’s note: Don’t compute the log right away - first look at the likelihood itself 
and see if it’s easy to maximize directly.



Properties of MLE 
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Confidence intervals 

1. Exact methods
2. Approximation based on large sample theory of MLE
3. Bootstrap confidence intervals (Adam’s lecture notes in 

lecture 5, 10)

👀 What is the difference between parametric and 
nonparametric bootstrap?



Non-parametric bootstrap 

Adam’s lecture notes #10: resample with replacement



Parametric bootstrap 

Adam’s lecture notes #10: resample from the model 
parametrized by the MoM or MLE. 



Non-parametric bootstrap:

Parametric bootstrap:

bootstrap in R (Adam’s lecture note 10)



Bootstrap confidence interval:

Distributions in R:

bootstrap in R (contd)
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Efficiency/CRLB 
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Sufficiency & Rao-Blackwell 



Problem 1: MLE & Sufficient Statistic



Problem 1 (hints)

● (a) Don’t compute the log right away - first look at the likelihood itself and 
see if it’s easy to maximize directly. 
If not, we will compute Lik -> logLik -> set derivative to be 0

● (b) Factorization theorem
● (c-f) To check if some statistic T is sufficient, we can

○ Check if T is a function of another sufficient statistic.
○ Apply the corollary about MLE: if T is sufficient for s, MLE is a function 

of T. i.e., If MLE is not a function of T, T is not sufficient. 
○ Remember the whole sample is always sufficient. 
○ If none of the above works, can you construct any counterexample to 

show it is not sufficient?
● (g) Use the criterion of MSS (compute likelihood ratio) to find MSS. 
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Delta method (Propagation of error) 

The Central Question is: What is the mean and variance of 
Y = g(X) for some fixed function g?

🚫 Note that E(g(X)) is NOT equal to g(E(X))!

✅



Example: Delta method (HW 5E)



Example (hints)

● What to estimate:     for a Poisson distribution
● Estimation methods:  

○ MLE
○                  , which is some nonlinear function of Y.

We have two methods in parallel for estimation. The first 
one (MLE) is w.r.t. X, and the second one is w.r.t. Y. 
We know that                        , then in order to calculate the 
bias and variance of   , are you going to calculate the 
integration or apply Delta method?         



🐻 Review Part 2: Hypothesis testing  

● Estimation
● Hypothesis testing

○ Terminology
○ LRT & Neyman Pearson lemma 
○ Uniformly most powerful test
○ Generalized LRT
○ Duality of CI and hypothesis testing



Terminology, LRT, Neyman Pearson Lemma



UMP test & GLRT



Applications of LRT  
(from Adam’s Midterm Review Notes)

● Tests for the population mean
○ Large sample size: normal approximation, no matter what the 

population distribution is
○ Small sample size: What is the population distribution?

■ If it is normal distribution, is the variance known?
■ What if it is dichotomous?
■ If neither, what facts do we know about the 

population distribution?
■ Otherwise, we at least still have Bootstrap!! 

🥾👢🥾👢🥾👢



Problem 2



Problem 2 (contd)



Problem 2 (hints)

● (e) Approximated CI is

● (g) Remember the duality between CI and 
hypothesis tests. The null hypothesis is 
accepted if 1 lies in the confidence region. 
 



Problem 3



Problem 3 (hint)

● (d) To find the UMP test, we should consider 
a simple alternative hypothesis 


